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' PREFACE

The past twenty vears have seen significant improvements in the
computer technology availablie tor managing large amounts of information.
progressing trom simple file svstems in the 1960s to the integrated
database managment svstems of todav. For some time, researchers have
been studving special-purpose computers designed for the efficient |
manipulation of large databases. 5uch machines are now becoaming
commercially available. This study is an initial look at the advantages
of using one of these "database machines" to improve the performance of
the Air Force Personnel Data Svsten.
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t§ I. Purpgose: To determine whether the performance, cost. and
.\j reliability of the Air Force Personnel Data Svstem can be significantlv
e improved bv installing a commercially available special-purcose comouter
J dedicated to database management tasks (a "database machine").
l..;.
:5' II. Problem: The PD5 has, for vears. been constrained in the services
34 it can provide. primarilv due to performance limitations imposed bv its
h\' comouter svstems. The hardware reacquisition project (REAC@) of 1383-85
4 was an attempt to deal with this problem., but was only partiallv

successful. A new approach to data processing mavy offer a breakthrough
in the pertormance level of the PDS. therebv making personnel data
services cheaoper, more reliable, and more available.

I[II. DGata: The PDS includes a wide range of applications. ranging from
traditional record-keeping to recruiting to force structure modeling to
tormal training management, and much more, Utilization statistics show.
however. that nearlv BUL of the entire central-site comouter resource is
dedicated to onlv a few general categories: the master personnel files.
and a few. verv active. online information svstems (PMS, PROMIS. and
SURF). These svstems are verv much "input-output intensive." spending
most of their time reading or writing data to disk devices.

Furthermore. all of these svstems use a database management svstem
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CONTINUED

\DBMS) to handle their I/0 operations. Anv effort to improve the
performance of the PDS must address these svstems. and must certainly
address the pertormance of the underlving DBMS. Traditional database
architectures have been tailored tor existing mainframe comouters in
what has been described as a "machine-friendlv" design. These
architectures are geared for "record~at-a-time" processing. and use
intricate chain or tree structures to sneed up the process af finding
data. Recently, the mare “‘user-friendlv" relational database
architecture has become commerciallv available in packages which are
reasonably efficient for small-to-medium sized applications, but this
"elegant” approach to database management has been too computationallv
intensive to be successful for large information svystems with manv
users. Special-purpose computers, called "database computers"” or
"database machines," have recently appeared on the commercial market.
These computers offer the capability of applving sufficient
computational power to the needs of a relational database architecture
to make its performance comparable ta, or even better than, traditional
database management svstems. As of this writing, only one commerciallv
available database machine has the storage capacity and hardware
compatibility necessary for the PD3; that machine is the Teradata
DBCL/1012, A case-studv comparison of potential performance. rating the
DBC/101Z against the current Honevwell DPS-8/70 DM-IV svstem, shows that
the DBC/1012 offers several distinct advantaces. The DBC/1012 has the
potential for impraved performance, simpler backup and recaverv
operations, less susceptibility to failure. and a greater capacitv for
arowth.

IV. Conclusions: The Teradata DBC/1012 database machine compares
favorably with the mainframe DBMS operatina at AFMPC. [t offers
improveaents in svstem performance. ease of operation., reliabilitv. and
ease of software develooment.

V. Recoamendation: The Director of Personnel Data Svstems. Air Force
Militarv Personnel Center, should begin action to develop orototvoe
relational database software for the purpose of benchmarkinag the
Teradata DBC/101z database computer. I+ the benchmark demonstrates
asignificant performance improvement over the existing mainframe DBMS.
the Director should take action to procure a DBC/1012 large enough to
support the database portion ot the PLS.
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THE PROBLEM

WORKLOAD OF THE AIR FORCE PERSONNEL DATA SYSTEM

The US Air Force Personnel Data Svstem (PDS). operated from the
central site at the Air Force Militarv Personnel Center (AFMPC).
Randoloh AFB. Texas. is the larocest oersonnel data svstem in the federal
government. It operates 24 hours a dav, seven davs a week, managing the
personnel records of over one miliion active dutv. Air Reserve Forces.
and civilian oersaonnel. It supoports over 150 Air Force bases worldwide.
as well as some fiftv major air coamands. separate operating agencies.
and intermediate headauarters. Since the mid-1970s. the PDS has
suffered capacity problems. forcing the limitation or curtailment of
certain data porocessing services. 1In the late 1970s. an initiative to
expand the capacitv of the PDS was begun, which would iaprove the svsten
through the ourchase of new computer hardware. In the fall of 1982. the
Honevwell Corporation was awarded the contract for the AFMPC
Reacquisition Project (REACE@). The goal of REACO was to reolace the
existing Burroughs 6700 computer coaplex with newer. high-performance
mainframe computers to improve the overall performance and capacitv of
the PDS.

THE SHORTFALLS OF REACQ

The new computer hardware purchased under REACO reauired that most
of the software for the PDS be modified to operate on the new comouters:
this modification was completed in the fall of 1985. In the three vears
since the initial contract award. the nature and extent ot much of the
centra. site software for the PDS had chanoed. but the fundamental
mission and modes of processing remained basicallv the same. Some data
orocessing applications had arown sianificantlv., or had been greatlv
improved, others became obsolete or radicallv altered. (0Overall, the
software supporting the PDS was adapted to fit the new hardware and
software environment without anv serious deficiencies or loss of
capabilitv. However. one major problem remains. As of todav. the PDS
is again facing a capacity ogroblem. similar to that of the mid-1970s.
While the replacement of computers did provide the PDS with new
capacitv, the modification of old software., and the develooment of new.
has absorbed much of that added caoacitv. Todav. the average user of
the PD5 in the major air command or Air Staff office sees little
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imorovement in the averall pertormance of the PDS as compared to ten
vears ago.

A POSSIBLE SOLUTION

Biven this somewhat drearv history. is the FDS doomed to continuing
cvcles of "plaving catch-up." attemptinag to keeo computer capacitv ahead
of workload? Traditional computer svstem capacitv planning methods
might lead to that scenario. Unfortunately. the Air Force has neither
the time nor monev to continue operating in this fashion. Fortunatelv,
the advent o+ several new hardware and software technoloagies give us the
capabilitv to break out ot the “catch-up" cvcle. One of the promising
technologies of the 1980s is the backend database machine. This is a
special-purpose computer designed to extend the capacitv of a
general-purpose computer svstem and prolong its useful lifetime bv
addinag processing capacitv without the need for a complete overhaul of
software and a complete replacement of computer hardware at a data
processing installation. 1In this paper I will attempt to explain the
advantages of a database machine. and evaluate its usefulness in the
operation of the PDS. Based on this evaluation. I will answer the
question "Should a database machine be used as an integral part of the
Air Force Personnel Data Svstem?"
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THE AIR FORCE PERSONNEL DATA SYSTEM
)
'y
k. MISSIONS
%)
’ The Air Force Militarvy Personnel Center is tasked with operating
) the overall personnel svstem for all amembers of the US Air Force. To do
. this. the center is authorized to
1 + « » develon and imolement policv concerning accessions
* testing., classification, worldwide distribution and managment
. of personnel., automated oersonnel svstems. ailitarv personnel
& records svstems. standard personnel operations, prograss.
'if otficer and airman performance evaluation. promotion testing,
b reenlistment and retention, leave. survivors benefits. escort
: and deoendent travel, awards and decorations. appearance
N standards, nonapprooriated fund manpower requirements. Marale.

Welfare., and Recreation (MWR) activities. active dutv service

cosamittments, specified period of time contracts. and overseas
- tour lenaths. Assist in the development and impleaentation of
ML policies pertaining to procurement . . . nromotion of officer
and enlisted aembers, demotion of enlisted members. desertion.
‘¢ absent without leave (AWOL),., Regular-Reserve-temporarv Air
Force appointments, separations. retirements, flvina status,
service dates. Indefinite Reserve Status., and Social Actions
porograms. (1é6:1)

3

Ly A key tool in operating a personnel svstem dealing with over | million

¢ people (6:190) is a extensive computer svstem. AFR 23-33 gives AFMPC
the authorityvy for operatina, scheduling, and maintaining the central
site facilitv for the Personnel Data Svstems computers and peripheral
equipment to support the Air Staff. AFMPC., USAFR. ANG. MAJCOMs. separate

i operating agencies. and base-level consolidated base personnel. offices.
o (16:2) -

SYSTEM DESCRIPTION

The Air Force Personnel Data Svstem is a collection ot comouter
systems located at each Air Force base. Headauarters US Air Force. and
at the Air Force Militarv Personnel Center at Randoloh Air Force Base.
Texas. These svstems are interconnected with a varietv of
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h“ communications svstems, including high-speed data links. low-speed

“hi telenohone lines. and AUTODIN message connections. The hub of the entire
SRt personnel data orocessing effort is the central site at the Military

. Personnel Center (MPC). The central site at MPC is respoonsible for the
K maintenance of a single centralized repositorv of data used bv the

V}t entire Air Force. A “"master record” is kept for everv individual in the
jx active and reserve forces 1in the master personnel files. The

';2 schedules. class rosters. and managaent information for all Air Force

formal training are maintained in the Pioeline Managment Svstem (PMS,,

, New Air force recruits are matched against job reguirements and training
At schedules using the Procurement Management Information Svstes. or
PROMIS. The specialized information for airman and officer promotions
is keot uo-to-date and is used bv oromotion boards and the Weighted

1) Airman Promotion Svstem. Finallv, several other smaller collections of
data are maintained for such diverse areas as force structure. ofticer
assianments. Congressional Inquiries, and the Air Force Suggestion
Program. (14;1-2 - 1-7)
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TECHONOLOGICAL BACKGROUND

INTRODUCTION

Database management systems (DBMSs) are complex combinations of
computer hardware and software. Originally, infaormation on a coemputer
system was simply managed using the vendor-supplied file system, part of
the operating systems furnished with the computer. 0Over the years,
however, specialized software and hardware have been developed to handle
large databases, for a variety of reasons. These range from efforts to
increase programmer productivity to providing built-in protection for
data checking and recovery. Initially, the emphasis was placed on
specialized software, running on general-purpose computers. More
recently, special~purpose computers have heen designed to use
“streamlined” versions of this database management software.

DATABASE MANAGEMENT SYSTEMS

Database management systems have “cose into their own" in the last
decade, primarily because of reliability and ease of use, Prior to the
widespread use of DBMSs in commercial and government applications,
programmers used their own “homegrown® file structures. Thev often
spent as much time their working on their file systems as they did
developing and maintaining applications software (1:12), The first
DBMSs were systems developed by vendors without any real theoretical
basis. O0f these, only International Business Machines’ Information
Management System (IMS) remains in successful commercial operation.
This can be attributed as much to the large numbers of installations
with the software installed as it can to the efficiencies of the svstes
(1:503) .,

Hierarchical Database Hanaqement.Svstems

Initially, the database systems were hierarchical files svstenms.
In these systems, information is represented in a group of tree-like
structures. For each related qroup of objects, there is one "parent"
object at the root of the group (in hierarchical database jargon, the
record). All objects (called segments) are connected logically and
physically in parent-child relationships. Most importantly., every
segment except the root segment, can onlvy be reached after finding all
of its parent segments (reference Fiqure 1}. Applications regquirements
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9880000

l' FIGURE 1. HIERARCHICAL DATABASE (1:504)

“ N ATt

§ -l e % -y A VL) LI Y » - _., ' , { .. n . .
2 ? PN I AR Py . FU Ry P
A e A A e 2o 1 AN ”* R

T N AW




Ex
o
Ea rapidly outstrippéd the capabilitv of this “oure“ hierarchical data
" structure, and vendors responded to user requirements with additional
b' data structures to simplify and speed up access to data in hierarchical
! . databases., Todav IMS has the ability to partition database records so
: that applications may reach certain intermediate “roots" directly. and
] index structures allow preselected tvpes of child segments to be located
4 based on the value of one or more data items within that segsent
yf (1:529-533), Other vendors hierarchical svstems were similarly
Wy modified; Burroughs Corporation’'s DMS-1] uses treelike and bit-mapped
indexing structures, linked-lists, and allowed programeer-defined
pointers to link objects in the database in arbitrary patterns

3 (21:4-85, 4-137 - 4-138).
'
35 Network Database Management Svystems
A

By the late 1960s, vendors had so modified and diversified their
14 database management systems that the art of software development using
&: database systems was becoming chaotic. The gains in portabilitv and
& saintainability made with the standardization of most business software
N around the Common Business-Oriented Language (COBOL) standard was being
iu lost in the growing confusion of differing database management systems.
e The Aserican National Standards Institute, a joint commercial and

governmental standards group had within it the Committee on Data Svsteas
% and Languages (CODASYL). CODASYL had been successful in the past in
+ developing standards for the COBOL and other programsing languages. In
i 1969, CODASYL formed the Data Base Task Group (DBTG), which set out to
-~ develop a single, agreed-upon industry standard for database management
systems. The US government, academsia, and major computer vendors were

;. all represented on the group. They developed a specification faor a new
o4 type of database management systea, one which was a significant

3 enhancement of the capabilities of the existing hierarchical svsteas
N (13:215-216).

h

. The new standard, the network database, had several new features.
i?, While data could still be represented in hierarchies, objects in a

: database no longer were restricted to a single type of parent object (in
-, DBT6 jargon, an owner record). Many different structures could exist in
) the same database, and access to various types of objects could be

& improved by specifvying the general method used to find and store each

- different type of record in a database (reference Figure 2). The
'v difference in database structure is significant since several fast

'q access paths could now be built into a database instead of onlv one. In
Q addition, maintenance of the database was improved by completelv
separating, for the first time, the logical specification (what record
types there were, and how thev were connected) from the physical
specification (how large disk files would be, how manv records could fit

;i. on a database, and so on) (1:541-548).
v,
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FIGURE 2. NETWORK DATABASE

(1:546])




Like the hierarchical svstems betore it, the "pure” network model
has been modified bv various vendors to enhance its utilitv and soeed.
Todav, most network svstems (notablv Honevwell Corporation's IDS2 and
Cullinet’'s IDMS5) otfer treelike indexes and oointer arravs to augment
data structuring and improve performance (1:561-568).

The Relational Database Model

Even as network database management svstems were being developed for
commercial use in the early 1970s. their replaceaent was being created.
In 1970. E.F. Codd published his seminal paper on relational database
theorv (7:3--). Codd felt that databases were entirelv too ad hoc. and
sought to develoo a theoretical foundation which would furnish useful
tools to database designers. proarammers. and users. without being
needlesslv complicated. Usino the conceot of the relation, a sinople
table of data. he demonstrated that this structure could. in theoryv.
satisfv the loaical requiresents of anv database application. Further
work bv Date at IBM San Jose and his now classic book on database
svstems (l:--) popularized the concept.

The relational aporoach abandons the idea of elaborate structures
tor data in tavor of the siaple tabular reoresentation. Everv "object'
in the database is simplv a "line entrv" or row in one of manv tabies or
relations comprising the database. I[f the rows in different tables are
logicallv related. thev are linked together with matchinog data values 1in
corresponding fields, called columns (reference Fiagure 3). The lack of
cosplicated ohvsical data structure is matched with a verv simple
programming language: this combination makes relational database
management svstems much easier to learn and use. for both proorammers
and users (14:217).

The relational database architecture 1s attractive for several
reasons. Simolicitv of use and ooeration is the major reason. but
certainlv not the onlv one. The readv availabilitv of third-partv
apolications and oroductivitv tools is another big benefit. (9:144)
Verv recently, the advent of high~performance relational svsteas. such
as [BM's DB2. has made them attractive to "too end" data orocessors tor
whom sheer power was an overwhelming reguirement (8:--).
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Structure Diagras
DEPARTMENT: (DEPTNAME. CHAIRMAN)
COURSE: (DEPTNAME. COURSE#®. TITLE. CREDITS)
OFFERING: (COURSE#. OFF#. SEMESTER, LOCATION. INSTRUCTOR)
STUDENT: (STUDENTNAME. STUDENT#. MAJORDEPT)
ENROLLMENT: (COURSE®. OFF#. SEMESTER. STUDENT#. GRADE)
Occurrence Diagram
DEPARTMENT STUDENT
DEPTNAME CHAIRMAN STUDENTNAME STUDENT# MAJORDEPT
Phvsics Heisenberg Swift. Toam 000112234 | Phvsics
Chemistryv Paulina Nardv, Bill 999880000 |Phvsics
English Strunk Bond. James 007001234 | Phvsics
Prince. Charles] 777008888 |[Business

COURSE

DEPTNAME COURSE#] TITLE CREDITS

Phvsics PH201 Mechanics 3

Phvsics PH205 Ootics 3

Phvsics PH250 Thermodvnamics 4

Enalish ENLOO Composition 3

OFFERING

COURSE#| SEMESTER OFF# LOCATION INSTRUCTOR

PH201 | Fallg’ 1 Phvs1120 Newton

PH201 Fallg7 2z Chea207 Soddard

PH201 Winter87 1 Phvs2000 Hohean

EN10OO Summer8é 1 Humi 000 Bacon

ENROLLMENT

COURSE#®] SEMESTER QFF & STUDENT# 6RADE

PH201 Falla7 i 000112234 A

PH201 Fallg7 2 999880000 B

PH201 Winter87 1 007001234 B+

EN10OQ Suaaer8? 1 777008888 C

FIGURE 3. RELATIONAL DATABASE STRUCTURE (1:124)




DATABASE MACHINES

Develooment

Paralleling the evolution of database software in the late [970s. it
began to become apoarent that traditional computer architectures were
ill-suited for database management tasks. The traditional. or “"von
Neumann.® comouter architecture is orimarilv an arithmetic orocessor,
operating on a single "word" of data at a time (usuallv a numsber. hence
the term arithmetic logic unit. or ALU)., Database manacement on the
other hand. often requires that sanv "words" of data be examined at a
time, often in complex wavs (3:1-2), For example: How many rated
taptains with more than six vears of coamissioned service currentlv have
less than two vears on station? #What are their deoendents names? At
the same time. new conceots in computer hardware were beainnina to
demonstrate significant performance improveaments in arithmetic
processina. Pipelined architectures are faster because coaputer
instructions are executed in an “assemblv line" fashion: difterent parts
of different instructions are executed simultaneouslv (4:1145-1148).
Paraillel architectures are faster because several complete comouter
instructions are executed siauitaneouslv (4:1100-1104)., Researchers
began looking at the idea of soeciallv configured or desiagned comouters
for database management.

In both aporoaches. the database services were removed from a
centralized computer and olaced on a “backend” orocessor. This backend
orocessor commsunicates with the aainframe using an agreed-upon set of
messages transaitted over a high speed data link. Whenever an
aoplications proaram needs to use a database. instead of directlv
invoking the DBMS software, it simplv sends a message to the backend
orocessor. The backend. then. receives the message, perioras the
requested function. and sends an acknowledaoement or answer back to the
waiting aoplication program on the mainframe (3:13-14).

The Different Aporoaches

Efforts fell into two main categories. the software and hardware
aporoaches. Software backends are standard. “"off-the-shelf" computer
svsteas running speciallv "tuned" database management and operating
svatem software to deliver high oerformance. Exampnles on the
cosmercial market are the Bell Laboratories XDMS svstem and
Britton-Lee’'s Intelligent Data Manacement Svstea (IDMS). Other
develooers felt soecialized hardware was necessarv to achieve hiah
oerformance: this aporoach has lead to the hardware backends. These
computers tvpicallv used ei1ther ocarallel or pipelined architectures to

Y allow the comouter to orocess several records or oarts of records at the
! same time, therebv achieving greatlv 1mproved periormance through

it oaralleliss. Examples on todav's commercial earket include Intel

W Corooration's Intelligent Database Processor (iDBP ([sicl/ and Teradata s
o ) Database Comouter (DBC) (3:318-319).
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Because of the simplicitv of the relational data model. most
database machines use it as their underlving data model (reference Table
1). However. the hierarchical and network models are also supported bv
Intel Corooration’'s iDBP (12:52-53).

Advantages of Database Machines

The database machine approach offers several distinct advantages
over conventional general-purpose computers. These advantages fall into
three main categories: ease of expansion, imoroved performance. and low
cost.

For some installations. it is much easier to expand the capacitv of
the comouter svstem bv adding a database machine than to reolace the
entire comouter. This expansion can have a dramatic effect. as in the
case of one installation using the Teradata DBC/1012. which saw over %93
ot its data manipulation workload moved from the mainframe computer to
the backend database machine (10:54). Along with this capacity
expansion can come a significant pertformance improveaent.

Database machines are specialized processors, providing verv fast
database opberations. Many svstem developers like the flexibilitv of the
relational database model., but dislike the poor pertormance of these
same svstems. Bv offering a machine designed around the reiational data
model. vendors have made relational databases efficient to use (%:139).

Perhaops most important, database machines are relativelv cheap. The
processing oower of a database machine is on the order of one-tenth to
one-tourth the price of that of a mainframe coaputer. Teradata
Corporation compares one of its larger svstems, a 6U-orocessor version
ot the DBC/1012. priced at $1.7 million. to the IBM 3084@. costing $6.2
million (10:63).

Disadvantages

In spite of all the excitement about database machines. there are
some disadvantaoes to them as well. The major ones are software
cospatibilitv. communications overhead. and eguipment maintenance.

Sottware comoatibilitv is the single largest orobiem in the minds of
data orocessing manacers. Older oroduction orograms often have been
built with file or database structures other than the relational model.
and conversion 18 usuallv a tedious., expensive. and error-prone process.
Some data orocessing managers simplv accent the incomoatibilitv as a
necessarv evil. Thev purchase database machines for their new
apolications in the hooe that the older. incomoatible software wili
becoee obsolete and “whither awav" (13:87).
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Vendor Nanme data model capacity host svstem
Amperif Corp RDM 1100 relational 2-16 drives Sperrv 1100,
1BM
Britton-Lee. IDM 500 relational 1-16 drives IBM
Inc
HDR Svsteas. Noah I relational 1-16 drives standalone
Inc Noah 11 relational 1-16 drives VAX 11/730.
PC-D0S. Onvx
Intel Coro iDIS§ 735 relational 1 40Mb drive IBM. CODC.
Sperrv
iDBP B6/440 relational. {-4 drives IBM. LEC
network. or
hierarchical
Mega/Net Coro Mega/Net relational 1-16 drives Ethernet.
I. I1. and LAN. or X.23
11l networks
Teradata Coro DBC/1012 reiational 2-2000 drives IBM.
Honevwell
TABLE 1. COMMERCIAL DATABASE MACHINES (20:3-41
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nﬂ; Communications overhead has long been a concern of database
khﬂ theoreticians. Date telt that database machines were inherentlv limited
e bv the communications channeis connecting the mainframe to the backend
/ machine (2:348-339)., The svstea which best deals with this concern 1is
o the Teradata DBC/1012. which uses a speciallv designed communications
N network called a Ynet to eliminate all but the heaviest comamunications
) traffic (12:48-50: 17:v. 7-6 - 7-8i.
.\)
+8Y
B Finallv. ecuioment maintenance can be a oroblem. Introducing a
v database machine into a data orocessing facilitv adds more ooints of
5: tailure. and on eocuioment dissimilar to that alreadv installed. |
o Cosmercial database machine manufacturers are dealing with this oroblenm
-_; with a varietv of aoproaches. Thev use reliable. off~the-shelf
.ﬁﬁ cosoonents; orocessors are built to be fault-tolerant: and svstems are
" built in modules which can be repaired without shutting down an entire
W svetem (12:353-54, {7:ivi.
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L COMPARISON OF DATABASE MALHINE ABAINST
A CONVENTIONAL DATABASE MANAGEMENT SYSTEM
){L SELECTING A DATABASE MACHINE FDR THE PL3
LI
ot
e The current PDS databases occupv some 54 giogabvtes of storage on gu
.. ohvsical disk drives. The software using this data runs on four
,:ﬁ Honevwell DPS-8/70 mainframe comouters connected to these disk drives
¢$$ \18:Aug 86 - Atch 1). Anv database machine useful to the PDS must have
-»2: the disk caocacitv to hold the PD5 databases and be hardware and sottware
b; compatible with the existing PDS mainframe computers. As the data in
,ﬁ} Table | indicates., the Teradata DBL/101Z is the onlv commercialiv
}? available svstea which meets these basic criteria.
o
)qi kelativelv few DBC/10lZs are installed todav: almost all are at IBH
G installations. However. the Honevwell Corooration is working with
;x? Teradata Corooration to develoo a connection between the Honevwell
5C05-8 operating svstem (used bv Honevwell mainfraames) and the DBC/1012,
vy This capabilitv is expected to be available sometime in 1987 (21:--i,
‘_( Because of the small installed base of DBC/1012s and the absence of
‘iL; commercial Honevwell users, oerformance data is somewhat limited. . This
- comparisaon will therefore evaluate the svstems on agualitative as weil as
oo quantitative tfactors., i1n an attemot to examine all possible aspects of
J svstem pertormance.
::5
]
Lad) QUALITATIVE FACTORS
T
o
A Reliability
\;}‘ The DBC/1012 has several features which make it verv reliable. Most
i\i‘ obvious is the "tallback" capabilitv tor “mirroring" valuable data. For
o those parts of the database where fallback is specified bv the database
z;- administrator. all the data is dupiicated on separate disk storage units
s «DSUs) within the svstem. 3Should a D5U fai1l. all of its orimarv cata
e (it, too. contains mirrored data) would be unavailable, but the backuo
“:h cooy of the data would be present., and would immediatelv be available
’f}: tor use. This allows vital data and applications to operate virtualivy
,Qf uninterruoted. The penaltv for this level of reliabilitv is. of course.
Py that twice as much disk space is reauired tfor orotected data.
% »
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s
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In addition to the fallback orotection. tnere are severa. otner
teatures which add to the svstem s reii1aotittv. "ne OBC .1..Jl 15 2utit
almost entirelv with otf-the-shelt components. sucn as tne intei duoo
processor and the Winchester disk drive (12:53-54,. W], these parts are
high~pertormance, verv reliable. and relativeiv 1nexoensive. Tne svstem
is built in modules. with the Ynet coemunications iink serving as the
onlv connection between the various orocessor units irererence rigure
4). This "loose connection" allows an ailing orocessor to be
disconnected t+rom the svstem and repaired or reolacea wnile tne rest ot
the computer continues to ooerate «(12:54). The rnet 1tselt 1s a
dual-channel communications link. which can continue ogeraring at a
reduced rate even 11 one channel should fail l17:7-e). In addition.
the Ynet can turnish data to the user in sorted orger. independent of
the ordering of the data on the disk storage units {2:47-49).

Capacityv

Besides reliabilitv, the DBC/1012 orovides excellent capacitv. both
for the workload it is originally acauired for. and tor tuture
expansion, The svstem can be confiaqured to staore up to 2.1 terabvtes or
2150 gigabvtes. the equivalent of 8600 bvtes of data for everv person in
the United States or 430 bvtes ot data for every persaon on Earth!
Because the disk space can be added in increments as small as 474
meoabvtes, it is relativelv easv to build a system which is exactly the
right size for a given application. As processing ar storaage
requirements increase, processing units (IFPs and AMPs, reference Figure
4) can be added to maintain or improve performance, and the system will
automatically reorganize its databases for peak pertoreance, without
complicated human intervention. Furthermore, [FPs can be added to the
svstem to connect it to multiple mainframe computers, allowing more
"tront end" oower to be added. more terminal users supported. and
different tvpes of computers to share the same databases. (l15:~--).

QUANTITATIVE FACTORS

Fertormance

tesides the gualitative. "nice to have" features. the DBC/1012
otfters a distinct oertormance advantage for large database applications.
The performance gains for the DBLC/1012 varv according to the tvpe of
apolication., but overall are verv impressive. batch uodate ana
retrieval programs especially show significant gains. To estimate these
gains. the oertormance of the current Active Airman Master Fersonnei
file svstem will be compared with the projected pertormance using the
DBC/10iz,

The Active ARirman (WA) svstem uses a set of software called the
Beneralized Undate Svstem (GUS). GUS 1s a database and software svstenm
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used for maintaining the master oersonnel files and other sets of
information with similar structure. It is designed to efficientlv
maintain the data on a large number of similar individual records. tor
example ail Air Force otticers., all Air National Guard airmen. or ail
Air Force sugaestions. At its heart is a batch proaram which orocesses
both update and retrieval transactions against a specitic master
personnel file. It consists of a basic “host" proaram which reads and
writes the database. The host is linked to manv transaction “modules.”
smaller subproagrams which contain the logic for executing each separate
tvpe of transaction. Several reports are generated from the outputs of
the batch update proaram. based on output transactions which are written
to tiles as part of the batch uvodate process.

Once updated. the GUS5 databases are used for a wide varietv of data
retrievals. 3Standardized. periodic report proarams are run for manv
users who have recurring needs tor information. {ne-time reports can be
generated using the Air Force-developed ATLAS retrieval ianguage, which
aliows a personnel specialist to specitv nhis information reguirement and
report format, and run it as scheduled production proaram. The ATLAS
retrieval capabilitv accounts for some 33% of all computer use in tne
headquarters-fevel PDS ({8:--).

Tvpical pertormance times for bOUS processes supporting the AA master
tfile are aiven in Table 2. along with estimated times for pertforming
simiiar functions usinag the DBC/1012., The DBC/1012 times were derived
from the vendor-suoolied performance curves for transaction rates based
on the number of orocessors in the svstem. and assuming that the svstens
was contiqured with 6. 10. or 20 AMPs (reterence Figure 3). As can be
seen. the DBC/1012, even in a minimal configuration, can readilv support
the functions of the PDS.

Price

tightning performance is aiwavs desirable, but it does no good if it
is prohibitivelv expensive. Surporisinglv., the DBC/101z is a relativelv
inexpensive svstem. A studv by the Rome Air development Center showed
that even small DBC/1012 systems compare favomably with conventional
general-purpose svstems with similar capacities (17:7-14 - 7-13), For
a system large enough to support the PDS (20 gigabvtes or larger). the
cost of the svstem is within an order of magnitude of the cost of disk
storage alone. The current storage required for the database portions
ot the PDS. some B84 gigabvtes. requires 80 MSUSO{ disk storage units.
costing approximatelv $50,000 each, or $47,620 per gigabvte ot storage
(23¢~-). While the price of a Teradata svstem with this capacitv is not
available, the largest svstem with a published price (4 [FPs, 20 AMFs.
and 40 DSUs) has a total svstem cost of $1.473,000, or about $71.600 oper
gigabvte of storage (reference Table 4). While this cost is 50% greater
than the cost of conventional storage, it ionores the 1é million
instructions per second (MIPS) of processing power added to the svstem.
and the workload relieved from the existing mainfranme.
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&N. process number run times (processorsejiapsed) in hours
B 0f rows

a8 DBC/1012 estimates

TR

R current 6 AMP 10 AMP 20 AMF
0o AA uodate | 100.000 - | 5.8/20.0 | 2.8/9.6 |1.7/5.9 | 0.9/3.0
I 150,000

{¢: ATLAS 540,000 2.4/2.6 0.13/0.17 | 0.07/0.10] 0.04/0.93
?ﬂ? retrieval

s

MY sonthlv 12,000.000}) 8.7/30.2 2.8/9.5 # J 1.6/5.6 ] 0.8/2.8 +

extracts

o2

N

u:h: + assumes sorting bv social securitv number is perforamed

’“J} bv the DBC/101Z in parallel with other orocessing

°

N TABLE 2. AA PERFORMANCE ESTIMATES (24:--)
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J disk processing
PN IFPs AMPs DSUs space oower (MIPS) orice orice/6b
a\i.
? L} -

,5? Z 2 4 2.1 Gb 4,0 $ 335.000 $139.50v
I\.

a™e
{Tf 4 ) ] 4.1 8.0 525.000 128.000
: 6

oy 4 8 lé 8.2 12,0 770.000 93,900
o
,}ﬁj 4 12 24 12.4 16.90 950,000 76.600
e

A 8 20 40 20.6 28.0 1.475.000 71.600
e L —
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:;: TABLE 3. PRICES OF TERADATA DBC/1012 SYSTEMS (19:25)
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- CONCLUSIUONS. FINDINGS AND RECGMMENDATIONS
u.' :
) INTRODUCTION
Kt »
W Database machines. and the Teradata DBLC/1lulZz 1n particuiar. nave
i? several distinct advantages over conventional general-purpose coamputers
Ny which recommend them. The most significant are their cost. capacitv.
i oerformance. and rejiabilitv.
fu::,t
it
h CONCLUSIONS
Y
i
e Cost
o
e Considering 1ts capabilities, the DBC/1012 1s a bargain. {(urrent
Jf# disk storage. using Honevwell MSUSO1 disk drives costs approximateiv
fﬁ $50.000 per gigabvte. Disk storage using the DBC/1012 costs $71.000 per
e gigabvte 1n the si1ze range needed for the PDS., While this 1s halt again
:«a as much as the cost of MSU50! storage. it includes the 1nherent
’%; orocessing oower of the DBC/1012 (16 - 2B MIPS). and the Teradata DBMS.
et
Y Capacity
*42 A relativelv modest configuration of the DBC/1012 would provide
_— sufticient storage capacitv for the entire PDS database. even witnh
f.' cosplete data redundancv using the tallback method of duplicating data.
.{f Both pertormance and storage capacitv can be easilv 1ncreased bv addinag
k:{: hardware modules (IFPs and AMPs). rather than making large-scale
_{i- modifications or reolacements of maintrame comouters. The addeaq
};ﬁ processing power ot the DBC relieves the maintrames of a considerabie
workioad. therebv extending 1ts useful service li1fe., Additionaliv,
pertormance aof the DBC can be i1mproved throuoh hardware uparades to the
*\ ﬁ DBC modules themselves., by upgrading tne processors. adding memorv to
LN the hardware modules. or bv i1ncreasing the capacitv of the disk units.
:" Finallv, the 0UBC can be connected to several "front-end" mainirame
ﬁﬁ' computers. making data sharing among various computers verv easv,.
S
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FINDINGS

Performance

The DBC/1012 is one of the few svstems which does not rapidlv fall
victie to the law of “diminishing returns.® In the range of svstems
large enough to operate the PDS. the perforsance of the DBC increases
linearly as the svsteam is expanded. This means that most forseeable
performance 1aprovements can be made siaplvy by adding hardware.

Batch update performance 1s very sensitive to the number of AMPs
available in the svstem, and is severelvy constrained in small svsteas.
This is not surprising, considering that each transaction deals with a
single record, and once everv AMP 1s working on a transaction, any
subsequent transaction will have to wait for the AMP processing its
“target” record to coaplete its transaction before proceeding. As long
as batch updates are performed a "record-at-a-time," this will be a
major bottleneck for batch updates. Transactions which could be
“broadcast” to the entire database to update all applicable records
would greatly increase the performance of batch update programss. While
this 1s certainly a desirable situation, the real world mav not be as
cooperative in making these "mass update" transactions the predosinant
way 0of doing business.

Batch 1nquiry performance is the area where 1spressive gains can
readilvy be realized using the database machine, Row retrievals are verv
fast, and the Ynet's sort capabilitv is a processing bonus which 1s
conceivablv as 1mportant as the database managesent facilitv. Because
of the great performance gains which can be realized froa being
presented with sorted data bv the database machine, anv facilitv using
the DBC/1012 for large databases should procure the AMPs with the
maxisum amount of sorting capacity available.

Reliability

The DBC/1012 is highly reliable for three basic reasons: 1t allows
complete redundancy i1n data storage, 1t is constructed of proven,
off-the-shelf components, and its configuration 1s highlv modular. The
"ita redundancy and modularity are especiallv significant, since thev
«llow components of the system to be repaired while the rest of the
systea continues operating. This coebination prevents all but the most
catastrophic of failures (such as a total power outage) from putting the
svstes out of service,

Conversion
Converting software to run on the DBC/1012 requires that the

software use relational databases. This 13 easiest i1n those svstems
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with simole gata structures and smali orograms wnicn are not tiontiv
bound to the structure of tne data. It 1s most dit+ticult where the data
15 highlv structured. tne orograms are jiarge, and orogram iogic ts
tightlv bound to the data structure. Unfortunateiv., the larger ou$
svstemas of the PDS fall into tne latter categorv. To some extent., this
contributed to the difticultv experienced 1n converting these svsiems
during the REACE orojrect. This will be a orobiem i1n anv tuture
conversion i1nvolving a geoparture from the current batch. recora-at-tiae
orocessing conceot.

RECOMMENDATIONS

The database msachine otfers capabrilties tnat the PUS cannot attoro
to do without. Ooerating on a database machine. the svstem wili eniov
high pertormance. easv capaclitv manageaent and 1mproveaent. ana high
reli1abilitv, all at a verv reasonabie caost. The orobiem 1s getting trom
nere to there: determining the actual svstem si:e and converting the
apolications sortware are two malaor hurdies to cross.

Svsteea S5121n0

5121n0 a svstem 1S 1mportant for a si1epie reason: 1t tne nardware
does not have sufticient storage or orocessing capacitv for a set ot
aoplications. no amsount oY sortware wizardrv will maxe the svstees
oerfora. Fortunatelv. si1zing the DBL/1012 svstem 15 relativeiv
straighttorwara. An 1ni1ti1al estimate of svstem size can be made based
on the si1ze of the database to be supoorted and the number ot maintrame
computers to be connected to the database machine. These estimates can
then pe used as "first acuesses" that can be turther retined using tne
Rome Air Develooment Center model tor pertormance estimation. i7:v1)
Using this model should give a verv close estimate ot tnhne necessaryv
svstea s)12e,

Software {onversion

Software conversion was the major adifficuitv of the REACA oroject.
and 1t could conceivablv make 1nstallina a database machine 1moracticai.
decause benchmarking 1s an 1ntegral part ot selectina and acauiring a
hardware svstem., the Directorate ot Fersonnel Data Svstems needs to
begin prototvpe development ofr a relational database i1mplementation as
soon as possible. The orototvoe efftort shouid have three primarv goais
1n order to be userul: concept develooment. sortware methodoloav. and
benchmarxking.

Conceot develooment 15 simolv deciding on pasic overall orocessing
strategies. features to take advantage ot. and oi1tfalls to avoia. It
. should orovide the basic “"road mao" for the orototvpe developers to keep
their etforts consistent with the mi1ssion and tunctions ot the FDS and
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to avoid duplication or false starts. With a well-thouaht out concept.
the software for the orototvoe can be developed.

The software methodologv 1s 1eportant because 1t will determine how
production software will be developed 1n an actual database machine
environaent. This can be begun on the existing Honevwell DPS-8/70
systea using the 1nstalled Personal Data Querv (PDQ) svstem. This part
of the prototvpe effort will validate the prototvpe concept and provide
necessarv "lessons learned” well before the actual database machine 1s
ever used,

The benchmark 1s the "moment of truth® for selection of the database
sachine, With a prototvoe developed using PD@., conversion of the
software to run on the DBL/1012 should be minimal. The bencheark can be
compared to the actual production software currentlvy 1n use. and to the
prototvpe software as 1t was run on the sainfrase svstem. Given a
significant performeance improvesent using the benchsark trial, the
DBC/1012 should be purchased for installation as an integral part of the
PDS.
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